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ABSTRACT

The ability to model content semantics is an impor-
tant step towards the development of intelligent inter-
faces to large image and video databases. While an
extremely difficult problem in the abstract, semantic
characterization is possible in domains where a signif-
icant amount of structure is exhibited by the content.
Whenever this is the case, given their ability to inte-
grate prior knowledge about this structure in the in-
ferences to be made, Bayesian methods are a natural
solution to the problem. In this paper, we present a
Bayesian architecture for content characterization and
analyze its potential as a tool for accessing and brows-
ing through video databases on a semantic basis.

1. INTRODUCTION

The staggering possibilities for media-access inherent
to the ubiquity of computing and connectivity that
characterizes the modern information landscape, and
the massive amounts of data originated by sophisti-
cated multimedia applications has originated, in the re-
cent past, an increased interest in the areas of content-
based filtering [9], retrieval [3, 7, 10], browsing [2, 5],
and summarization [14, 8]. A central problem for all
these areas is that of content characterization, i.e. in-
ferring content properties from the visual patterns ex-
hibited by the imagery or video to characterize.

We are interested in characterizing content in terms
of the semantic attributes that people rely on to per-
form the task themselves (e.g. action vs romance). For
this, we exploit the fact that content production is usu-
ally governed by specific conventions and production
codes that impose a significant amount of structure on
the end product (e.g. romantic movies contain a lot
more close-ups than action movies) and this structure
provides a basis to recover the desired attributes. The
challenge is, therefore, to set up a computational frame-
work that can capture all the content structure and es-
tablish a map between semantic attributes and measur-
able image features. This leads to the idea of semantic

feature spaces which allow the machine to reason in
terms of concepts that are also intuitive to people, es-
tablishing a common language for interaction.

While we have been able to show [12, 11] that some
apparently very high level concepts (such as classify-
ing a movie according to the degree of action, violence,
comedy, or romance) can be derived directly from rel-
atively simple models of video structure, the task will,
in general, require the ability to integrate information
from diverse models and sensory measurements. To
account for this, we have recently posed the problem
as one of reasoning under uncertainty, and established
a computational framework based on Bayesian princi-
ples to perform this integration [13]. This framework
consists of 1) a set of extremely simple visual sensors
trained to detect relevant visual features, and 2) a prob-
abilistic (Bayesian) network that infers the state of a
set of semantic content descriptors from all the sensory
information. The goal is to rely as much as possible
on prior knowledge about 1) the inter-relationships be-
tween the semantic attributes to be inferred, and 2) the
relationships between these attributes and the observ-
able sensory measurements, using the image features
as a means to disambiguate conflicting semantic inter-
pretations.

The BMoViES! system is the practical outcome of
the application of this framework to the domain of
movies, a domain which, although generic, is subject
to a vast set of production codes that, in turn, trans-
late into a significant amount of visual structure. In
this system, the movie under analysis is first decom-
posed into shots according to a Bayesian model of the
editing process and each shot is characterized accord-
ing to a set of semantic attributes belonging to what
film theorists refer to as the elements of mise-en-scene.
In this paper, we give a brief presentation of the sys-
tem, and analyze in some detail its potential as tool for
characterizing and accessing video on a semantic basis.
A more detailed description of the system as well as re-

IBMoViES stands for Bayesian Modeling of Video Editing
and Structure.



sults in the related task of content-based retrieval can
be found in [13].

2. BAYESIAN INFERENCE

Statistical inference consists of establishing a model of
a process in the world and drawing conclusions about
the parameters or other non-observed variables of the
model given a set of observations resulting from the
process. Bayesian inference considers all model param-
eters as non-observed random variables and allows and
encourages the use of knowledge about the process to
establish prior probabilities for these parameters that
favor the configurations of the model which are a priori
more likely.

Computationally, given a set of random variables
X, it allows us to infer the impact on a set of vari-
ables of interest U C X of the observation of another
(non-overlapping) set of variables O C X in the model,
i.e. the ability to compute P(U|O = o) taking into ac-
count any prior beliefs about what that impact will be.
In order to carry these computations efficiently, the un-
derlying model is usually mapped into a graph, where
inferences are achieved by belief propagation between
adjacent nodes. Such graphs are known as graphical
models, Bayesian networks, or belief networks, and en-
compass several of the most popular solutions to diffi-
cult image processing problems including Kalman fil-
ters, Hidden Markov Models, Markov Random Fields,
and mixture models.

More specifically, a Bayesian network for a set of
variables X = {X1,...,X,} is a probabilistic model
composed by 1) a graph G, and 2) a set of local prob-
abilistic relations P. The graph consists of a set of
nodes, each node corresponding to one of the variables
in X, and a set of links (or edges), each link express-
ing a probabilistic relationship between the variables
in the nodes it connects. When the state of a node
is observed the marginal probabilities for the states of
the remaining nodes are updated by eflicient algorithms
that require only message passing between neighboring
nodes in a structure (junction tree) derived from the
graph [4].

3. CONTENT STRUCTURE

Due to its ability to incorporate prior knowledge about
the problems at hand, the Bayesian setting is a natural
one for building systems that are designed to operate
on richly structured domains, where large amounts of
domain structure can be translated into priors which
constrain the resulting inferences to the appropriate
regions of the probabilistic space. One such domain is

that of feature film.

Without getting in much detail into film theory, we
point out the fact that inumerous production codes and
conventions influence the creation of a movie or tele-
vision show. With regards to style, these factors are
usually grouped into two major categories: montage
and mise-en-scene [6]. While the elements of montage
determine the manner in which camera shots are put
together to compose the story, the elements of mise-en-
scene are related to the visual composition of each shot
and include aspects such as lighting, set, placement of
the actors, camera angles and framing, etc.

From the content-characterization perspective the
important fact is that there are very well established
conventions relating the use of these stylistic elements
and the message to be conveyed in the story. For exam-
ple, a film maker directing a story based on the develop-
ment of character (e.g. drama or romance) will need to
rely on a significant number of close-ups, as close-ups
are needed to show emotion, and displaying emotion
is a requirement to establish a bond between audience
and character. On the other hand, the director of a
thriller or a text rooted in action will rely mostly on
fast cutting as a means to manipulate the emotions of
the audience. L.e., there exists a causal relationship be-
tween the story and the structure of the visual patterns
that constitute a movie and there is, therefore, hope of
learning about the content by analyzing these visual
patterns.

4. THE BMOVIES SYSTEM

The BMoViES system relies on Bayesian principles to
infer semantic content properties from the analysis of
visual patterns in the video. It relies on a content
model composed of two stages, the first one modeling
the elements of montage and the second the elements
of mise-en-scene. The movie to analyze is first decom-
posed into shots according to the Bayesian model of
editing presented in [11]. Each shot is then analyzed
with respect to the aspects of mise-en-scene.

In the current version, the system makes inferences
about four semantic attributes: the action content of
the scene, the type of set (man-made or nature) in
which it occurs, and two aspects regarding the compo-
sition of the shot - if it consists or not of a facial close-up
and if it contains or not a crowd (where crowd is defined
as a group of four or more people). This is a minimalist
characterization of mise-en-scene but 1) as illustrated
by the discussion above, already provides sufficient in-
formation to allow discrimination between high-level
semantic concepts such as drama vs suspense, and 2)
as shown in section 5, provides a basis for video sum-



marization and browsing based on commands such as
“move ahead to the action scenes shot in the city”. In
the future, the system will be augmented with more
attributes.

Figure 1: Bayesian network of the BMoViES system.

Inference of the semantic attributes is based on the
Bayesian network of Figure 1. The bottom layer is
composed by a set of visual sensors, trained to detect
features that are deemed relevant for the characteriza-
tion. Currently there are three sensors: one for activ-
ity, one for large connected blobs of skin tones, and one
for texture energy. All the sensors perform very simple
operations: the activity sensor measures the residual
energy after the frames in the shot are aligned by an
affine transformation; the skin tones sensor detects pix-
els whose color lies on a small predefined region of the
color spectrum which is consistent with human flesh,
groups them into connected regions, and computes a
metric that is highest if there is a large single connected
region, and small if there are several small regions; and
the texture energy sensor performs a wavelet decompo-
sition of the frames in the shot, measures the ratio be-
tween the energy in the diagonal bands and that in the
horizontal and vertical ones, outputting a large value
when the ratio is large (indicating natural scenes) and a
small value when it is small (man made environments).
The sensor outputs are then quantized into three uni-
form bins that signal an answer of no, maybe, or yes to
the presence of the feature in the video. See [13, 12] for
a more detailed explanation of the sensor implementa-
tion.

The prior and conditional probabilities of the model
were hand-coded using common-sense (e.g. the output
of the skin tones sensor will be yes with probability
0.9 for a scene of a crowd in a man-made set). No
effort was made to optimize the performance of the
system by tweaking with network parameters. All the
probabilities could also have been learned from training
data but, given the relatively small size of the network,
we have so far felt no need for that.

One of the most interesting properties of Bayesian
networks is the capability to integrate information from
all the observed nodes during inference. This phenom-
ena, commonly referred to as ezplaining eway in the
literature, is visible in the network of BMoViES. Con-
sider, for example, the observation of skin tones which

can be a sign of both the scene being composed by a
close-up or a crowd. While if a crowd is present there
will also be a significant response of the texture sen-
sor, the opposite will happen in the case of a close-up.
Hence, when its output is high (low), the texture sen-
sor “explains away” the observation of skin tones and
rules out the close-up (crowd) hypothesis, even though
it is not a close-up or crowd detector.

5. SEMANTIC USER INTERACTION

In [13], we show experimental evidence of the fact that
semantic characterization can be achieved with rates as
high as 90% on real movie databases. In this section,
we illustrate the large potential for user interaction in-
herent to this type of characterization by considering
the tasks of video summarization and browsing.

5.1. Video summarization

For a system capable of inferring content semantics,
summarization is a simple outcome of the characteri-
zation process. Because system and user understand
the same language, all that is required from the system
is that it can display the inferred semantic attributes in
a way that does not overwhelm the user. The user can
then use his/her own cognitive resources to extrapo-
late from these semantic attributes to other attributes,
usually of higher semantic level, that may be required
for a coarse understanding of the content.

5.2. Semantic time-lines

In BMoViES, this graphical summarization is attained
in the form of a time-line that displays the evolution
of the state of the semantic attributes throughout the
movie. Figure 2 presents the time-lines resulting from
the analysis of the promotional trailers of the movies
“Circle of friends” (COF), and “The river wild” (TRW).
Each line in the time-line corresponds to the semantic
attribute identified by the letter on the left margin -
“A” for action, “D” for close-up, “C” for crowd, and
“S” for natural set - and each interval between small
tick marks displays the state of the attribute in one
shot of the trailer - filled (empty) intervals mean that
the attribute is active (not present). The shots are
represented in the order by which they appear in the
trailer.

By simply looking at these time-lines, the user can
quickly extract a significant amount of information about
the content of the two movies. Namely, he/she will un-
derstand right away that while COF contains very few
action scenes, consists mostly of dialogue, and is for the
most part shot in man-made sets; TRW is mostly about
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Figure 2: Semantic time-lines for the trailers of the movies ”Circle of friends” (top) and ” The river wild” (bottom).

action, contains few dialogue, and is shot in the wilder-
ness. When faced with such descriptions, few users
looking for a romance would consider TRW worth of
further inspection, and few users looking for a thriller
would give COF further consideration.

In fact, we believe that given a written summary
of the two movies few people would have doubts in es-
tablishing the correspondence between summaries and
movies based on the information provided by the se-
mantic time-lines alone. To verify this consider your-
self the summaries provided for these movies by the
Internet Movie Database [1]:

Circle of Friends:

A story about the lives, loves and betrayals of three
Irish girls, Bennie, Eve, and Nan as they go to Trinity
College, Dublin. Bennie soon seems to have found her
ideal man in Jack, but events conspire to ruin their
happiness.

The River Wild:

Gail, an expert at white water rafting, takes her
family on a trip down the river to their family’s house.
Along the way, the family encounters two men who
are unezxperienced rafters that need to find their friends
down river. Later, the family finds out that the pair of
men are armed robbers. The men then physically force
the family to take them down the river to meet their ac-
complices. The rafting trip for the family is definitely
ruined, but most importantly, their lives are at stake.

We are currently designing experiments with human
subjects that will allow us to achieve a more objective
assessment, of the benefits of semantic summarization.

5.3. Semantic content-access and browsing

It can obviously be argued that the example above does
not fully stretch the capabilities of the semantic charac-
terization, i.e. that the movies belong to such different
genres that the roughest of the semantic characteri-
zations would allow a smart user to find the desired
movie. What if instead of distinguishing COF from
TRW, we would like to differentiate TRW from “Ghost
and the Darkness” (GAD)? GAD is summarized as fol-
lows:

Ghost and the Darkness:

Set in 1898, this movie is based on the true story
of two lions in Africa that killed 130 people over a nine
month period, while a bridge engineer and an exrperi-
enced old hunter tried to kill them.

After all, one would also expect GAD to contain
lots of action, few dialog, and be shot in the wilderness.
How would the semantic characterization help here?

There are two answers to this question. The first
is that it would not because the characterization is not
fine enough to distinguish between TRW and GAD.
The solution would be to augment the system with finer
semantic attributes, e.g. to subdivide the natural set
attribute into classes like “river”, “forest”, “savannah”,
“desert”, etc. The second, significantly simpler, is to
say that while simply looking at the time-lines would
not help, interacting with them would.

Consider the action scenes in the two movies. While
in TRW we would expect to see a river, a woman, and
good and bad guys, in GAD we would expect to see
savannah, lions and hunters. Thus, the action scenes
would probably be the place to look first. Consider
next, the TRW time-line in the bottom of Figure 2.
The high concentration of action shots in the high-



Figure 3: Key-frames of the shots in the high-lighted area of the time-line in the bottom of Figure 2. The shot (correctly) classified
as not containing action depicts a promotional message and is not included.

lighted area indicates that this is likely to be the best
area to look for action. This is confirmed by Figure 3,
which presents key frames for each of the shots in the
area. By actually viewing the shots represented the
figure, it is clear that the action occurs in a river, that
there are good and bad guys (the first, and third shots
depict a fight), and there are a woman and a child in the
boat. I.e. even when the information contained in them
is not enough to completely disambiguate the content,
the semantic attributes provide a way to quickly access
the relevant portions of the video stream. Semantic-
based access is an important feature on its own for
browsing as it allows users to quickly move on to the
portions of the video in which they are really interested.
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