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Abstract

A layered dynamic texture is an extension of the dynamic texture that contains multiple
state processes, and hence can model video with multiple regions of different motion. In this
technical report, we derive the EM algorithm for the two models of layered dynamic textures.

1 Introduction

A layered dynamic texture is an extension of the dynamic texture [1] that can model multiple
regions (layers) of different motion. The motion in each layer is abstracted using a time-evolving
state process, and each pixel formed from one of the state processes, which is assigned through a
layer assignment variable. In Section 2 and Section 3, we derive the EM algorithm for learning the
layered dynamic texture (LDT) and the approximate layered dynamic texture (ALDT), respectively.

Figure 1: The layered dynamic texture (left), and the approximate layered dynamic texture (right).
The observed pixel process y; dependent on the underlying state processes x;. Each pixel y; is
assigned to one of the state processes through the layer assignment variable z;, which are the
elements of Z.

2 Layered dynamic texture

The model for the layered dynamic texture is shown in Figure 1 (left). Each of the K layers has a
Gauss-Markov state process z; that abstracts the motion of the layer. The N observed pixels are
assigned to one of the layers through the assignment variable z;, which are the elements of Z. The



linear system equations for this model are
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where Ci(j ) € RY™ is the transformation from the hidden state to the observed pixel domain for each
pixel y; and layer j, the noise processes are BWw; ; ~..q N(0,QV)) and VGV vt ~ua N(0,79) L),
and the initial state is drawn from xgj ) N (9), 8U)). In the remainder of this section, we discuss
the modeling of Z, derive the joint log-likelihood function, and derive the EM algorithm for layered
dynamic textures.

2.1 Markov Random Field

In order to insure spatial consistency of each layer, the elements of the layer assignment Z are
modeled as a Markov Random Field (MRF) [2], given by the distribution
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where £ is the set of edges in the MRF grid, ¢; and v; ; are the potential functions, and Z is the
normalization constant (partition function) that makes the distribution sum to 1. The potential
functions ; and 1; ; are
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which correspond to some prior likelihood of each layer, and favoring neighboring pixels that are in
the same layer, respectively. While the parameters for the potential functions could be learned for
each model, we instead treat them as constants, which can be obtained by estimating their values
over a corpus of manually segmented images.

2.2 Log-likelihood function
The joint log likelihood factors as

UX,Y,Z) = logp(X,Y,Z) (4)
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where z( 7 is the indicator variable that z; = j. Substituting for the probability distributions and
droppmg the constant terms, we have
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2.3 Learning with EM

The parameters of the model are learned using the EM algorithm [3], which is an iterative algorithm
with the following steps

o E-Step: Q(6; é)) = EX,Z|y;(2)(£(X7 Y, Z;0))

o M-Step: ©' = argmaxg Q(6;0)

In the remainder of this section, we derive the E and M steps for the layered dynamic texture.

2.3.1 E-Step

Looking at the log-likelihood function (8), we see that the E-step requires the computation of the
following conditional expectations:
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Unfortunately these expectations are intractable to compute in closed-form, since it is not known
which layer each pixel y; is assigned to, and hence we must marginalize over the configurations of
Z.



2.3.2 Inference using the Gibbs sampler

Using the Gibbs sampler [4], the expectations can be approximated by averaging over samples from
the posterior distribution p(X, Z|Y). Noting that it is much easier to sample conditionally from

the collection of variables X and Z than on any individual () or z(] ) , the Gibbs sampler is then
as follows

1. Initialize X ~ p(X)
2. Repeat
(a) Sample Z ~ p(Z|X,Y)
(b) Sample X ~ p(X|Y,Z)
The distribution of layer assignments p(Z|X,Y) is given by
p(Y, X|Z)p(Z)

p(Z|1X,Y) = TvX) (11)
p(Y|X, Z)p(X|Z)p(2) (12)
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If the z; are modeled as independent multinomials, then sampling z; involves sampling from the
posterior of the multinomial p(z;| X, v;) o p(y;| X, z)p(zi). If Z is modeled as an MRF, then the
p(yi| X, ;) terms are absorbed into the self potentials v; of the MRF, and sampling can be done
using the MCMC algorithm [2].

The state processes are independent of each other when conditioned on the video and the
pixel assignments, i.e.

p(X’Y,Z) = Hp(wj’Y,Z):Hp(wj‘}[j) (15)
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where Y; = {y;|z; = j} are all the pixels that are assigned to layer j. Using the Markovian structure
of the state process, the joint probability factors into the conditionals probabilites,

pa, - 2Dy = p?|v;) Hp 29,7y (16)

The parameters of each conditional Gaussian is obtalned with the conditional Gaussian theorem

[51],
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where the marginal mean, marginal covariance, and one-step covariance are
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which can be obtained using the Kalman smoothing filter [7, 8]. The sequence x(j)\Yj is then

sampled by drawing l'gj )|Yj, followed by drawing l’;j )|£L'§j ), Y;, and so on.



2.3.3 M-Step

The optimization in the M-Step is obtained by taking the partial derivative of the Q function with
respect to each of the parameters. For convenience, we first define the following quantities,
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The parameter updates are

e Transition matrix:
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e Transformation matrix:
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e Pixel noise variance:
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3 Approximate layered dynamic texture

We now consider a slightly different model shown in Figure 1 (right). Each pixel y; is associated
with its own state process z;, whose parameters are chosen using the layer assignment z;. The new
model is given by the following linear system equations

zip=AF)g;  + BEy, ie{l,--- N} (37)
Yit = Ci(])xi,t + Vv T(zi)wi,t

where the noise processes are w;; ~;q N(0,1) and v; ¢ ~,;q0 N(0,I,). The log-likelihood factors as
log p(X,Y, Z) = log p(Y|X, Z) + log p(X|Z) + log p(Z) (38)

If the pixels are assigned independently and identically distributed as a multinomial distribution,
then the model is similar to a mixture of dynamic textures [6]. The only difference is that Ci(] ) is
different for each pixel and each layer, rather than for each state. Again, we will model Z as an
MRF grid as in the previous section.



3.1 Joint log-likelihood
The joint log-likelihood of the model is given by

UX,Y,Z) = logp(Y|X,Z) +logp(X|Z) +logp(Z) (39)
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Substituting for each of the distributions and ignoring the constant terms, we have
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3.2 Learning with EM

The parameters of the simplified model are learned using the EM algorithm. In the remainder of
this section we derive the E and M steps for the ALDT model.

3.2.1 E-Step

The E-step for the simple model is very similar to that of the mixture of dynamic textures [6]. The
expectations that need to be computed are



Ex,z\y(z,(j):vi,t(ﬂfi,t)T) = 22(])})2(|i)t (45)
EX7Z\Y(Z1'(j):Ei7t($i¢—1)T) = 21'(j)f)i(|i,)t—1 (46)
where
2 = By, (o7) 47)
. N AT
Pz(\i)t - E:cz(.j)|yi,z£j):l <x§7jt)x§,jt) > (48)
. N o T
Pi(\i,)t—l - Emgj)|yi,z£j):1 (mz(,jt)xg,jt)—l > (49)
g = plz=gly) (50)

The first three terms can be computed using the Kalman smoothing filter [7, 8]. The posterior of
z; can be estimated by averaging over samples drawn from the full posterior p(Z|Y) MRF, using
Markov-Chain Monte Carlo (MCMC) [2],
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where p(y;|z;) is computed using the innovations of the Kalman filter [7].

3.2.2 M-Step

Most of the M-step is similar to that of the mixture of dynamic textures, except that Ci(j )

for each pixel and layer. For convenience, we define the quantities,

is different
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and ]\7j => 22-0) and Agj) => éfj)y?’t. The updates for the parameters are
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e State Noise Covariance
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e Pixel noise variance:
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In summary, the M-step is
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